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Working with labelled datasets 

Organization of neuron networks 

Training neuron networks  

Prediction with neuron networks 



Machine learning procedure 

• collect dataset or get data in real time 

• train neuron network – adjust NN parameters for your task 

• test neuron network – check how it recognizes new data 

• use neuron network – practical use for prediction, 
recognition, classification, recommendation, control 

• upload NN onto FPGA – Field Programmable Gate Arrays – 
AI in a box 

Neuron network learns and applies results of learning 



Examples of FPGA 



Types of machine learning 

• suprvised – labelled training sets and data – recognize 
and classify data (fruits or vegatables, cats or dogs) 

• unsupervised – unlabelled data – identify patterns and 
make decision – clustering  (customer preferences) 

• reinforced –  learn by interacting with its environment 
and getting a positive or negative reward (traffic control) 

Learn and make predictions, find patterns, or classify data 



Supervised learning 

• Supervised learning describes a class of problem that involves 
using a model to learn a mapping between input examples and 
the target variable. 

• Models are fit on training data comprised of inputs and outputs 
and used to make predictions on test sets where only the inputs 
are provided and the outputs from the model are compared to 
the target variables and used to estimate the skill of the model. 

• Classification: Supervised learning problem that involves 
predicting a class label. 

• Regression: Supervised learning problem that involves predicting 
a numerical label. 



Supervised learning example scheme 



How to train NN 

Error signal based correction 



Neuron network for deep learning 



Models for supervised learning  

• Nearest Neighbor 

• Naive Bayes 

• Decision Trees 

• Linear Regression 

• Support Vector Machines (SVM) 

• Neural Networks 

Basic models 



Machine learning with Orange 

• Model:  

• Calibrated Learning, kNN, Tree, Random Forest, Gradient Boosting, 
SVM, Linear Regression, Logistic Regression, Naïve Bayes, Ada Boost, 
Curve Fit, Neural Network, Stochastic Gradient descend 

• Evaluate: 

• Test and Score, Prediction, Confusion Matrix, ROC Analysis, 
Performance Curve, Calibration Plot 

Draw workflow, attach dataset, and use 



Classifying with Orange 



Training data set - irises 



Prediction 
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Prediction 



Test and Score 



Confusion matrix 



Save the best trained model 



Use saved model  



Task 1 

• Find on Internet dataset according to 
your variant  

• Adjust dataset to have 3-5 species 

• Train and compare models 

• Adjust parameters of models 

• Use models for prediction 

• Save and reuse the best model 

Find dataset, train and predict, save the best model 

1. Fish 

2. Birds 

3. Fruits  

4. Vegetables 

5. Whales 

6. Mosquito 

7. Viruses 

8. Roses 

9. Bushes 

10.Trees 
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