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Torus interconnect 

• Three-dimensional torus network: IBM Blue 
Gene/L and Blue Gene/P, and the Cray XT3 

• Five-dimensional torus network: IBM Blue 
Gene/Q 

• Six-dimensional torus network: Fujitsu K 
computer, PRIMEHPC FX10 – three-
dimensional torus 3D mesh interconnect Tofu 

• Fugaku, ~0.5 exaflops – TOFU interconnect D 



Fugaku (Fujitsu, RIKEN) 

http://top500.org  

http://top500.org/


A64FX 

 A64FX® Microarchitecture Manual   
http://github.com/fujitsu/A64FX  

http://github.com/fujitsu/A64FX


A64FX block diagram 
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Torus Interconnect in Trend 

• Network-on-chip 

• Interconnect of supercomputers and cluster 

• Prospects for networks of service providers 

• Prospects for campus and metropolitan 
networks 

• Prospect for connecting Internet autonomous 
systems 



Advantages of Torus Interconnect 

• Regular graph structure 

• Short distance between nodes 

• Many alternative (shortest) routes 

• Possibility for packet delivery based on 
predefined switching rules 

• Possibility of load balancing based on 
(random) alternative choice 



Neighborhoods in 2D torus 

Von Neumann Moore 



Neighborhood of torus interconnect 

• Von Neumann neighborhood 

• Mixed mesh and von Neumann interconnect 

• Moore neighborhood is too dense in 
multidimensional space 

• Generalized neighborhood is flexible, density 
is adjusted using a parameter 

• Cross-By-Pass-Torus can by implemented as a 
generalized neighborhood with radius > 1 



Basic Notions 

• Node address:  

                               𝔦 = (𝑖0, 𝑖1, … , 𝑖𝑑−1), 

• Node ports:  
𝑝 = (𝑚, 𝑟) 

• Neighbor node: 
𝑖𝑗 ± 1 𝑚𝑜𝑑 𝑘 

• Distance between nodes – Manhattan (taxicab) 
norm 

𝐷 𝔦, 𝔦′ = min( 𝑖′𝑗 − 𝑖𝑗 , 𝑘 − 𝑖
′
𝑗 − 𝑖𝑗 )

𝑑−1

𝑗=0
 



Rules based on the current and 
destination node addresses only 



Local switching rule 

• Statement 1. Repeated forwarding a packet 
from a current node to the next node 
decreasing the distance (by unit), starting 
from the source node, provides finally the 
packet delivery to the destination node using 
one of the shortest paths. 

 



Modifications of local switching rule 

• A) the first coordinate with nonzero difference 
(that corresponds to the deterministic 
dimension-order routing); 

• B) random choice of coordinate among 
coordinates with nonzero difference; 

• C) a random coordinate among coordinates 
with nonzero difference with the coordinate 
choice proportional to the coordinate 
differences. 



Rules taking into consideration the 
current node state 



Modifications of local switching rule 

• D) the first coordinate with nonzero difference 
for a free port; 

• E) random choice of coordinate among 
coordinates of free ports with nonzero 
difference; 

• F) a random coordinate among coordinates of 
free ports with nonzero difference with the 
coordinate choice proportional to the 
coordinate differences. 

 



Example of Routes in (6,8)-torus 

• Destination address: 𝔦′ = (0,6,5,7,2,4) 

• Current node address: 𝔦 = (7,3,5,1,2,2) 

• Port availability vector: 

𝔞 =
1 0 1
0 1 1

     
1 0 1
0 0 0

 

• Address difference: 
∆= 𝔦′ − 𝔦 = (1,3,0, −2,0,2) 

• Distance: 𝐷 𝔦, 𝔦′ = 1 + 3 + 2 + 2 = 8 



Direction Preference for 
∆= (𝟏, 𝟑, 𝟎, −𝟐, 𝟎, 𝟐) 

• 7 → 0 before 7 → 6 → 5 → 4 → 3 → 2 →
1 → 0 

• 3 → 4 → 5 → 6 before 3 → 2 → 1 → 0 →
7 → 6 

• 5 

• 1 → 0 → 7 before 1 → 2 → 3 → 4 → 5 →
6 → 7 

• 2 

• 2 → 3 → 4 before 2 → 1 → 0 → 7 → 6 →
5 → 4 

 

 

 

 



Port for Packet Forwarding 

• A) Port (0,1) 

• B) Random choice between ports (0,1), (1,1), 
(3, −1), (5,1) 

• C) Random choice between ports (0,1), (1,1), 

(3, −1), (5,1) with probabilities (
1

8
,
3

8
,
1

4
,
1

4
) 

• D) Port (1,1) 

• E) Random choice between ports (1,1), 
(3, −1) 

 



F) 



http://github/dazeorgacm/ts 



Torus Simulator 



Create Packet Forwarding Canvas 

2D Torus 
4x4 

Example 



Event Queue Records 

i. Insertion of a packet into a node: 

– packet generation in the source node; 

– packet arrival to an intermediate or destination 
node. 

ii. Finishing of a packet transmission via a 
channel: 

– checking node queue for a packet waiting the 
corresponding port; 

– moving a packet from port to the next node 
inducing event (i) for the next node. 

 



Basic Loop of Simulator 

1) termination conditions checked and if one 
of them is true, the simulation process 
halts; 

2) the nearest time value among future events 
is chosen and the simulator current time is 
advanced to this moment of time; 

3) all the events having activation time equal 
to (or less than) the simulator current time 
are processed. 



Evaluation of Actual Channel 
Transmission Time 
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Conclusions 

• Torus structure: short distance between 
nodes, alternative shortest paths, possibility 
of packets delivery based on local rules 

• 6 local rules offered including randomized 
choice for load balancing 

• Torus Simulator ts has been implemented 

• Simulation results show rather good 
performance and QoS 
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